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Abstract: Big data is large volume, heterogeneous, distributed data and now rapidly expanding in all science
and engineering domains. Big Data mining is the ability of extracting useful information from large datasets or
streams of data, that due to its volume, variability, and velocity, it was not possible before to do it. With
increasing size of data in data warehouse it is expensive to perform data analysis. This survey includes the
information about handling big data with data mining Data.
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I. Introduction

Big data technologies defines a new generation of
technologies and architectures, designed solely to
economically extract useful information’s from very
large volumes of a wide variety of data, by permitting
high velocity capture, discovery, and analysis. Big data
is the data that exceeds the processing capacity of
conventional database systems. Big data is very big,
moves very fast, or doesn’t fit into traditional database
architectures. There are different definitions of big data
as it is more often used as an all-encompassing term for
everything from actual data sets to big data technology
and big data analytics.

There are mainly 3 types of big data sets- structured,
semi structured and unstructured. In structured data, we
can group the data to form a relational schema and
represent it using rows and columns within a standard
database. Based on an organization’s parameters and
operational needs, structured data responds to simple
queries and provides usable information due to its
configuration and consistency. Semi structured data
does not conform to an explicit and fixed schema.

Document clustering is the use of cluster analysis of
textual documents. It has many applications like
organizing large document collection, finding similar
documents, recommendation system, duplicate content
detection, search optimization. Document clustering has
been considered for use in a number of different areas of
text mining and information retrieval. There are many
search engines that are using for information retrieval,

but the main challenge in front of the search engine is to
present relevant results of the user. Even though there
are many knowledge discovery tools to filter, order,
classify or cluster their search results exists, still user
make extra effects to find the required document. In
order to provide solution, combining the entire web
mining based data mining techniques. Now a day’s huge
data is producing by many social networking websites,
e-commerce websites, and many organizations.
Analysing this huge data is tedious task for any
organization. To analyse the huge data, database
management techniques may not be sufficient, so the big
data came into existence.

1. Related work

Big data is redefining the data management from
extraction, transformation and processing to cleaning
and reducing. Currently Big Data processing depends
upon parallel programming models like MapReduce, as
well as providing computing platform of Big Data
services. Data mining algorithms need to scan through
the training data for obtaining the statistics for solving
or optimizing model parameter [1].

Recent studies done on Big Data Analytics in the field
of Health Informatics which sought to answer various
clinical questions, using data acquired from the
molecular, tissue, and patient levels of Health
Informatics [2]. Modern health information systems can
generate several Exabyte’s of patient data, the so called
‘health big data [3], per year. Many health managers
and experts believe that with the data, it is possible to
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easily discover useful knowledge to improve health
policies, increase patient safety and eliminate
redundancies and unnecessary costs. Information
Retrieval is a large and growing field, Search engines
like Google is used by many people to retrieve data or to
return thousands of related web pages. Clustering can
be used to group search results into small number of
clusters, each of which captures a particular aspect of
the query [4]. For unstructured query 20 news group
datasets are used for evaluation [5-6]

Document clustering is one of the important areas in
data mining. Document Clustering is the task of
grouping a set of documents in such a way that objects
in the same group are more similar to each other than to
those in other groups clusters. Datta et al 2006 proposed
an exact local approach for handling a K-means
clustering, in addition to an approximate local K-means
clustering approach for P2P networks. The P2P K-
means approach has its fundamental in a parallel
implementation of K-means by Dhillon and Modha [7].
Though, K-means monitoring algorithm does not
generate a distributed clustering, it assists a centralized
K-means process and recompute the clusters by
monitoring the distribution of centroids across peers,
and triggering a re-clustering if the data distribution
changes over time. Alternatively, the P2P K-means
approach works by updating the centroids at each peer
depending on information obtained from their immediate
neighbors. The algorithm stops when the information
obtained does not result in considerable update to the
centroids of all peers.

The main issue in the existing clustering approaches is
that the efficiency and accuracy of the clustering results
is minimized with the increase of the network size. A
novel text clustering approach proposed by Qing He et
al [8] depends on frequent term sets for P2P networks. It
needs relatively lower communication volume while
attaining a clustering result whose quality is not affected
by the size of the network. Furthermore, it provides a
term set describing each cluster, which makes the user
to have a clear comprehension for the clustering result,
and assists the users to find resource in the network or
manage the local documents in accordance with the
whole network.

Zhongjun Deng et al [9] examined clustering algorithm
in P2P network. Conventional clustering approaches
cannot be applied to P2P systems because of its lack of
central control and very large size. Jia Zhen and Wang
Yong Gui [10] presents a genetic clustering approach
depending on dynamic granularity. From the perspective
of a parallel, random search, global optimization and
diversity features of genetic algorithm (GA), it is
integrated with dynamic granularity approach. In the
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process of granularity changing, suitable granulation

can be made by refining the granularity, which can

improve the efficiency and the accuracy of the clustering

algorithm. From the experimental results, it is observed

that the approach enhances the clustering algorithm

based on GA local search ability and convergence
speed.

Internet made it easy to access huge collection of
information across the world. This opportunity has
encouraged an increasing demand for understanding
how to combine multiple and heterogeneous information
sources. This research mainly focuses on recognistion
and integration of the appropriate information to provide
a better knowledge on a specific domain. The
combination is predominantly helpful when it allows the
communication between dissimilar sources without
affecting their autonomy. The difficulty in combining
heterogeneous resources has been dealt in the literature.
Only few researchers concentrated on heterogeneity
between resources other than databases.

To deal with the different information resources,
necessitates the formation of few techniques. Hence,
Ontologies have been formulated to make information
sharing and reuse the various data in all areas and tasks
[11]. The key task is to develop the differences in
semantics explicit. An ontology is defined as a logical
theory accounting for the intended meaning of a formal
vocabulary, specifically its ontological commitment to a
specific conceptualisation of the world [12]. Ontologies
offers a generally agreed understanding of a domain that
can be reused and shared across several applications.
Among the different techniques for the combination of
heterogeneous sources presented in the literature, the
main attention is on the structure of multiple shared
ontologies which is suggested [13]. This architecture
aggregates multiple shared ontologies into clusters, so as
to obtain a structure that is able to reconcile different
types of heterogeneity and is also intended to be more
convenient to implement and give better prospects for
maintenance and scaling. Furthermore, such a structure
is thought to avoid information loss when performing
translations between diverse resources.

Fuzzy ontologies are very much useful in the Web.
Ontologies  serve as  fundamental  semantic
infrastructure, offering shared understanding of certain
domain across different applications, so as to assist
machine understanding of Web resources. Moreover,
Ontology can also handle fuzzy and imprecise
information which is very important to the Web [14].
Semantic Web has been criticized for not addressing
uncertainty. In order to provide solution for addressing
semantic meaning in an uncertain and inconsistent
world, fuzzy ontologies [15] have been proposed. When
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using fuzzy logic, reasoning is approximate rather than
precise. The main purpose is to avoid the theoretical
pitfalls of monolithic ontologies, assist interoperability
between different and independent ontologies [16], and
offer flexible information retrieval competence [17]

The authors Jiawei Han, Micheline Kamber, they have
presented various clustering Techniques for Data
Mining. They have published how to use K-means
clustering algorithm to cluster large data set in various
disjoint clusters [18]. For distributed text clustering,
fuzzy ontology is proposed [19] for handling big data.

Hadoop handle the big data. Hadoop is being used by
the Yahoo, Google, Face book and Twitter business
companies for implementing real time applications.
Email, social media blog, movie review comments,
books are used for document clustering. Clustering of
class labels can be generated automatically, which is
much lower quality than labels specified by human. If
the class labels for clustering are provided, the
clustering is more effective. In classic document
clustering based on vector model, documents appear
terms frequency without considering the semantic
information of each document. The property of vector
model may be incorrectly classified documents into
different clusters when documents of same cluster lack
the shared terms. To overcome this problem are applied
by the knowledge based approaches. This approach uses
a similarity between the class label terms and term
weights to improve the quality of the document
clustering. It also can cluster the big data size of
document using the distributed parallel processing based
on Hadoop [20]. The Hadoop Distributed File System
paper focused on the Hadoop implementation using
single node implementation as well as multimode
implementation details [21, 22].

Big data is getting more attention in today's world.
Although MapReduce is successful in processing big
data, it has some performance bottlenecks when
deployed in cloud. Data locality has an important role
among them. Good data locality reduces cross network
traffic and hence results in high performance [23]. Big
data usually exists in cyberspace as the form of the data
stream. It brings great benefits for information society.
Meanwhile, it also brings crucial challenges on big data
mining in the data stream [24].
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