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Abstract: Human gait provides essential options in crucial the medical specialty disorders like Parkinson’s 

illness. during this paper exploitation gait knowledge we have a tendency to propose a diagnosing system to spot 

whether or not someone has Parkinson’s illness or someone is traditional. Here we have a tendency to collect {the 

knowledge|the info|the information} set then gather its options exploitation PCA (Principal part Analysis) 

technique then classify it exploitation numerous machine learning techniques and shows the simplest technique to 

classify the dataset PDAMDS. Here we have a tendency to designed Statistics analysis and analysis of variance 

take a look at is additionally done. Classification shows the higher results than the previous classification 

technique employed by results. Receiver operational characteristic (ROC) curves, at the side of sensitivity, 

specificity and confusion matrices, square measure wont to analyze classification models.  
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I. INTRODUCTION 
Through human locomotion we can gather dataset which 

can be processed and analyzed [1]. This information can 

be used in many fields like in surveillance system, 

medical diagnosis and as a biometric identity [2]. By 

using gait data doctors can differentiate between a 

normal walking person and a person impaired with 

Parkinson’s Disease and Movement Disorders 

(PDAMDS). When the treatment and medicines are 

given to the patient then analyzing the gait features can 

be one of the important activity to see whether the 

patient is recovering or not. Parkinson’s is a very 

serious and inoperable disease. It is remediless. A 

person suffering from Parkinson’s cannot be fully cured. 

But the agony can be minimalized or the growth rate of 

the disease can be slowed down if found in the 

premature stages[3]. This can be done with the aid of 

biometric techniques. We can collect the human 

locomotion data and check if there is any sign of 

disorder. We can find out whether the person is walking 

normally or not. If any disruption is found in the gait of 

the person we will get to know that there may be 

chances of disorder and then we can further diagnose the 

person based on the collected data to detect the disease. 

Medication can also be started to fix the disorder. 

 

 
 

Fig. 1: PDAMDS  symptoms and detection of abnormal 

 

This disease can also be found manually by visiting the 

doctor in the first place, but the downside of this step is 
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that the signs of Parkinson’s disease are difficult to 

perceive in premature stages, symptoms are shown in 

figure 1 but utmost chances are that the person 

himself/herself will not feel the need to visit a doctor for 

checkup as he/she may not see that they have a 

disorder[4]. And even if the patient is well aware of 

his/her medical condition the manual process is dragged 

for too long as the medications for such diseases are not 

started right away. Taking the worst case scenario, 

maybe when the medications are started it might be too 

late to cure the disease. So the manual process is not 

that efficient. Therefore, for such an immedicable 

disease we require a very accurate detection method[5] . 

The paper is organized in 5 sections. Section one 

contains the introduction of literature and projected 

methodology section 2 contains the information 

assortment and gait detection ways, section 3 contains 

the feature extraction and have choice technologies, 

section four contains numerous} classification ways 

mistreatment various machine learning techniques and 

section 5 contains the experiment results and conclusion 

half. 

 

II. PROPOSED METHODOLOGY 

 

In the proposed (in figure 2) method we first gather the 

data then extract the features, selected features are 

passed to classification and then detection of 

Parkinson’s disease can be done [7-20]. 

 

 

 
 

 

Fig. 2: Proposed system to recognize PDAMS 

 

 

 

 

 

 

 

 

 

 

 

 

Flow Chart 

 
 

SHISUSEN  ALGORITHMS 

 

1. z[i][j] = x[i][j] * y[i][j] 

2. z[i][j] = x[0][i] * y[j][0] 

3. if j < x_width 

4. z[i][j] = x[i][j] 

5. else 

6. z[i][j] = y[i, j – x_width] 

7. net = mul(weights, horcat(inputs, bias)) 

8. output = activate(net) 

9. [output net] = feedforward(inputs, weights, bias) 

10. error = sum_all_components((target_outputs – 

outputs)^2) 

11. /(sample_count * output_count) 

12. classes = classes_from_output_vectors(outputs) 

13. c = sum_all_components(classes != 

target_classes)/sample_count 

 

III. DATA ACQUISITION 

 

The data is collected from [3]. This is the gait dataset of 

166 people. Out of which 93 patients are suffering from 

Idiopathic Parkinson’s disease (63% men, average age 

is 66.3 years). The rest of the 73 people are healthy and 

average age of healthy people is found to be 66.3 years 

out of which 55% are men.  
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Pressure sensors have been used for collecting the data 

set. 8 sensors have been put to practical use under each 

foot of the individual. The output recorded is based on 

the readings of 16 sensors (i.e. 8 of each foot) and is 

recorded as100 samples per second. The final work is 

taken by 2 signals that mirror the tally of 8 sensors of 

each foot [28-32]. 

 

Inside the Table 1 the first column embodies time (in 

seconds) and columns 2-9 comprises of vertical ground 

reaction force (VGRF, in Newton) on all of the 8 

sensors pinpointed beneath the left foot [4], likely 

columns 10-17 comprises of VGRF of all the 8 sensors 

pinpointed underneath the right foot and column 18 

reckons the force under the left foot and column 19 

computes the force under the right foot [5]. 

 

In the table numbers X as well as Y represents 

coordinate system mirroring the comparable stance 

(arbitrarily scaled) of the sensors enclosing insole [6]. 

Throughout stroll, the sensors within each insole abides 

at the same comparative stance, apart from that the two 

feet are not equidistant anymore. Therefore, this 

coordinate system authorises a computation of a proxy 

for the whereabouts of the centre of pressure (COP) 

beneath each foot.  

 

TABLE I: Format of data in dataset 

 

Sensor              

 

X Y Sensor              

 

X Y 

L1 -500 -800 R1 500 -800 

L2 -700 -400 R2 700 -400 

L3 -300 -400 R3 300 -400 

L4 -700 0 R4 700 0 

L5 -300 0 R5 300 0 

L6   -700 400  R6   700      400 

L7 -300 400 R7 300 400 

L8 -500 800 R8 500 800 

      

 

 

IV. FEATURE EXTRACTION 

 

It is quite difficult to work with collected data to classify 

whether a person is having a normal gait or having 

Parkinson’s disease. So we extract required features 

from the gathered data and then classification is done on 

the extracted features. Various classification algorithms 

will be executed with the goal to classify whether a 

person is having a normal gait or having Parkinson’s 

disease. The performance of classification algorithms 

will be analyzed [7]. 

 

We extract 6 features listed below from the data set. 

TABLE II: Gait evaluation on various parameter 

 

 

Feature Category Feature Name 

F1 hip_rotation, 

F2 pelvis_tilt, 

F3 knee_angle_r, 

F4 ankle_angle_r, 

F5 ankle_angle_l, 

F6 lumbar_bending 

 

We have extracted six features, the simulation of dataset 

is done on OpenSim 3.3. In figure 3, six extracted 

features are plotted on y-axis with respect to time. 

 

A. Feature Selection 

Out of 23 features 6 features were selected from the 

dataset which is continuously walking (simulating) in 

OpenSim. For this simulation ‘time to walk’ is 

calculated in one gait cycle. Leg signals gives the 

number of steps, step frequency and variance of step 

period. Then the median frequency calculated for every 

sensor is validated. Median Frequency is the half of 

Power Spectral Density [8].   

 

Table 3 is accuracy table. The PCA used for 

dimensionality reduction i.e. it is used to convert the 

higher dimension data into lower dimension space. The 

PCA which select the only prominent feature vector for 

K-Mean and KNN [33-36]. 

 
TABLE III: Gait Data for subject 1 normal walk 

 

Right 

Hip 

Left 

Knee 

Left 

Ankle 

Left 

hip 

Left 

Knee 

Left 

Ankle 

37.5 -3.97 -2.14 -4.5 -13.86 10 

37.2 -7 -3.7 -4.2 -16.97 8.5 

36.9 -10.52 -4.8 -2.6 -20.96 6 

36.2 -14.12 -4.8 0.1 -26 0 

35.7 -17.38 -3.7 2.1 -32.03 -5 

34.8 -19.84 -2.14 4.1 -38.74 -9 

33.5 -21.27 -1 6.8 -45.6 -12.7 

30.7 -21.67 0.6 10.2 -52.05 -13.5 

27.4 -21.22 1.8 14 -57.54 -12.7 

25.3 -20.2 2.8 18.5 -61.66 -10 

23 -18.86 3.9 22 -64.12 -7.1 

21 -17.35 4.5 25 -64.86 -4.1 

18 -15.73 5.2 27.8 -63.95 -2.1 

16 -14.08 5.7 

30.2

2 -61.59 0 

13.8 -12.5 5.9 33 -57.97 1.3 

12.4 -11.09 6.2 35 -53.27 2.2 
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10.8 -9.91 6.8 36.4 -47.58 2.8 

8.8 -8.97 7.5 37.8 -40.94 3.1 

6.9 -8.28 8.2 38.3 -33.46 2.8 

5 -7.86 8.9 38.2 -25.38 2.3 

3 -7.72 9.8 37.8 -17.27 1.5 

1.2 -7.94 10.5 37.5 -9.94 0.5 

0 -8.6 11.2 37.2 -4.31 0.2 

-2.4 -9.76 11.5 36.8 -1.12 0 

-4.2 -11.5 10.9 37.2 -0.54 0 

-4.5 -13.86 10 37.5 -3.97 -2.14 

-4.2 -16.97 8.5 37.2 -7 -3.7 

-2.6 -20.96 6 36.9 -10.52 -4.8 

0.1 -26 0 36.2 -14.12 -4.8 

2.1 -32.03 -5 35.7 -17.38 -3.7 

4.1 -38.74 -9 34.8 -19.84 -2.14 

6.8 -45.6 -12.7 33.5 -21.27 -1 

10.2 -52.05 -13.5 30.7 -21.67 0.6 

14 -57.54 -12.7 27.4 -21.22 1.8 

18.5 -61.66 -10 25.3 -20.2 2.8 

22 -64.12 -7.1 23 -18.86 3.9 

25 -64.86 -4.1 21 -17.35 4.5 

27.8 -63.95 -2.1 18 -15.73 5.2 

30.22 -61.59 0 16 -14.08 5.7 

33 -57.97 1.3 13.8 -12.5 5.9 

35 -53.27 2.2 12.4 -11.09 6.2 

36.4 -47.58 2.8 10.8 -9.91 6.8 

37.8 -40.94 3.1 8.8 -8.97 7.5 

38.3 -33.46 2.8 6.9 -8.28 8.2 

38.2 -25.38 2.3 5 -7.86 8.9 

37.8 -17.27 1.5 3 -7.72 9.8 

37.5 -9.94 0.5 1.2 -7.94 10.5 

37.2 -4.31 0.2 0 -8.6 11.2 

36.8 -1.12 0 -2.4 -9.76 11.5 

37.2 -0.54 0 -4.2 -11.5 10.9 

37.5 

 

-2.21 

 

0 

 

-4.5 

 

-13.86 

 

10 

 

 

We used 30 samples of each category of data for 

training and 20 data set points for testing. The KNN is 

applied for classification and the result achieved is given 

in table2 [37-43]. 

 

V. CLASSIFICATION 

 

Classification of gait data is done into two classes i.e. 

normal and Parkinson’s disease. Classification is done 

by three methods i.e. KNN, KNN, and K-Mean. 

A. Multi-Layer Back Propagation KNN 

There is an input layer, a hidden layer, and an output 

layer n Multi-layer neural networks [25].There can be 

more than one output units in Multi-layer neural 

network. The units of the hidden layer function as input 

units to the next layer. However, multiple layers of 

linear units still produce only linear functions [26]. The 

step function in perceptions is another choice, but it is 

not differentiable, and therefore not suitable for gradient 

descent search. The solution is the sigmoid function, a 

non-linear, differentiable threshold function [27] [28]. 

 

B. K-Nearest Neighbors 

Few application of k-Nearest Neighbors (k-NN) in 

GAIT analysis is given in [26]. So here we want to 

categories the GAIT data. 

 

C. K-Mean 

K-mean algorithm is mostly used to do clustering. In 

this paper also it is used to the clustering but the 

problem with such unsupervised algorithm is; it is very 

sensitive for outlier and noise. Therefore it is 

appropriate with numeric data only[30-39]. 

 

VI.EXPERIMENTAL RESULTS AND 

PERFORMANCE 

 

The ideal locomotion have a exactly sinusoidal curve i.e. 

oscillatory motion at hip and two sharp humps in knee 

and two sharp hump like mountain at ankle joint during 

normal walk without any external perturbation. Fig. 4, 

5, 6 is ideal curves for hip, knee and ankle. 

 

 
 

Fig.7: KNN Classification 
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Fig. 8: Regression 

 

 

 
 

Fig. 9:  A Final Results 

 
 

Fig. 10: Result  Regression 

 

A. Results 

 

 
 

Fig. 11: ROC Curve 

 
TABLE III: Gait Data for subject 1 normal walk 

 

K-Mean KNN(k=1,2,3,4,5) KNN         

74.68 100,98,95,92,88 98.02 

 

 

CONCLUSION 
 

In this analysis a brand new gait identification 

methodology has been planned. Mistreatment planned 

methodology the utility of the gait identification will be 

improved by a lot of correct spatio-temporal modeling. 

in depth simulation we've shown that with a lot of strong 

feature extraction techniques. The classification rate and 

ARA (activity reorganization activity) improved 

considerably.  Identification of abnormality, disorder 

and forthcoming sickness at the first stage has been the 

most concern at this analysis. The experimental results 

incontestable that the planned methodology may 

accurately recognize totally different activities in each 

indoor and outside situations whereas maintaining a 

high recognition accuracy rate.  The novel classification 

may classify GAITs effectively into 2 totally different 

categories traditional, and abnormal gait. The result has 

been compared with KNN and K-mean algorithmic rule 
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and it's been shown that our classified beat out the 

prevailing classifiers. 
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