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Abstract: Breast Cancer is the second most leading cancer among women in the world. Detecting the disease at
the earliest and parallel treatment may significantly increase the survival of the victim. A clinical trial has made
an attempt to evaluate the low risk called ductal carcinoma in situ (DCIS), a monitoring approach rather surgery.
This paper implements a quantitative model for mining the gene expression of DCIS for early detection of breast
cancer under active surveillance that offers a close monitoring for the signs of progression of breast cancer. The
proposed work determines whether the low-risk DCIS can undergo active surveillance without degrading the
quality of life when compared to the conventional treatments. Our research proposes a classification technique
using quantitative model based SVM, a hybrid technique for analyzing the gene expression of low risk patients.
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I. INTRODUCTION

Breast cancer is very severe disease in women all
over the world. Ductal carcinoma in situ (DCIS) is
a heterogeneous neoplasm with the potential
probability of invasive breast cancer. Some of the
risk factors of invasive cancer includes family
background, genetic mutation, lifestyle of the
patient, etc., It is a precancerous stage which can
give rise to invasive breast cancer(IBC) if it
progresses[1].Ductal carcinoma in situ s
considered as a noninvasive carcinoma that ranges
from low grade to high risk factor. These cells are
confined to the basement membrane and do not
invade normal breast parenchyma [2]. Many data
mining techniques have been implemented in
predicting the early stage of breast cancer among
which decision tree(C5.0) and SVM has been
proved best predictor with more than 80%
accuracy than the fuzzy means and other
classification algorithms and these mining
techniques reveals the fact that classification
provides  better predictor algorithm than the
clustering techniques[3]. Nowadays, molecular
heterogeneity of IDC is vigorously emerging where

the spectrum of molecular phenotypes of DCIS
which is an immediate precursor to invasive breast
cancer. But the identification of occurrence of
molecular subtypes in IDC are also seen in DCIS
[4] —[7]. Predicting the disease at the earliest is a
challenging task where the data mining
applications comes on the screen. The main
objective of the work is to avoid or prevent the
surgical treatment for the victim with low risk of
the DCIS under active surveillance.

Il. RELATED WORKS

Many data mining methods with new applications
of classification techniques help doctors to detect
the breast cancer at the earliest. Usage of Al
(Avrtificial Intelligence) tools is also used to detect
the occurrence of breast cancer and can also reduce
the biopsies in the diagnostic process. A combined
model of neural networks with Al methods can
help in indicating and detecting the presence of
breast cancers [8].There are some cases, where
over diagnosis leads to overtreatment that exists
particularly in low grade DCIS. This implies that
the women with low grade DCIS can come under
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active surveillance [9]-[11]. In [12] Emma J.
Groen et.al proposed that DCIS is analyzed by
applying the immunohistochemistry with genomic
analysis on the affected specimens, but the size of
the biopsies seems too small for these analyses.
Therefore, laser microdissection or any alternative
methods can be used to capture the cells and its
tissue regions. An innovative approach may yield a
construction for understanding the differentiation
between the precancerous lesions and their
environmental regions. In  [13] Orlando
Anunciacao et.al, explored about the importance
of decision trees for detecting the high-risk DCIS
from the dataset provided by Department of
Genetics of faculty of Medical Sciences of
Universidade with 94 samples in WEKA tool. A
statistical ~ validation is  performed under
permutation tests among which high-risk breast
cancer group composed of 13 cases and only one
holds the control, with a a p-value of 0.017. This
reveals the fact that statistically significant
associations is easy to detect with breast cancer
with the help of the decision tree. In [14]
Muhammad Umer Khan et al found a hybrid
model based on fuzzy decision trees on SEER
data. Some experiments have been performed
using various combinations of decision tree rules,
and different types of fuzzy rules associated with
the inference techniques. They compared the
performance of every gene for cancer prognosis
and investigated a hybrid technique with fuzzy
decision tree classification which is found to be
more robust and balanced when compared with
independently applied crisp classification.

I11. Proposed Methodology

The capability of the SVM model shows the
optimal results and also increases the diagnostic
accuracy in classification and it has been proved
under ROC curve [15]. Ensemble models are
mainly applicable for the distributed data mining
and online applications [16]. In this work, Naive
bayes, a data mining technique is implemented for
classifying the DCIS data set. A Combined model
of SVM with ensemble model is proposed to
predict the DCIS in patients at the earliest. SVM is
implied to segregate the two classes mainly hyper-
plane and line, which easily maximizes the
distances between the normal and infected gene
expression. SVM model is effective in high
dimensional space where it works with clear
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margin of separation. Though this model is best
suited for DCIS analysis, still the model is not
optimal as it is not very effective with noisy data
and also does not provide any probability
estimates. To address these issues an EM model is
deployed to increase the accuracy of the
classification. And 10 fold cross validation method
is used to probability estimation. This combined
model thus provides an optimal result for better
prediction of DCIS to identify the low risk patients
for active surveillance. The proposed methodology
carries out three phases:

Phasel: Data acquisition and preprocessing

In our research work, 14 samples (Table. 1) of
human gene expression of DCIS and invasive
ductal carcinoma are taken from Geo dataset
(NCBI source). These samples are tested in order
to identify the earliest molecular marker genes that
show under and over expression of ductal
carcinoma. And it is preprocessed to remove noisy
data. Cleaning and preprocessing is done using
WEKA tool kit. Numerical values are converted to
nominal type of data for easy classification.

Gene series of GSE21422
Gene ID Category | ACCN Bio.rep
300535622 | IDC GSM535622 15
300535621 | IDC GSM535621 14
300535620 | IDC GSM535620 13
300535619 | IDC GSM535619 12
300535619 | IDC GSM535620 11
300535612 | DCIS GSM535612 D9
300535611 | DCIS GSM535611 D8
300535610 | DCIS GSM535610 D7
300535609 | DCIS GSM535609 D6
300535608 | DCIS GSM535608 D5
300535607 | DCIS GSM535607 D4
300535606 | DCIS GSM535606 D3
300535605 | DCIS GSM535605 D2
300535604 | DCIS GSM535604 D1

Table: 1 Sample data set of IDC and DCIS gene data
.Phase 2: Classification of DCIS gene expression

After preprocessing gene expression is then
uploaded in the tool for classifying. Naive Bayes
algorithm is used for classifying the training gene
expression data. The below Fig.1 depicts the
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classification of DCIS data using NB model for
predicting the low risk genes by partitioning the
training data from the test data to segregate the
enhanced expression genes from the under

expression gene.

(Geme expression Patitioning Predicting classes Result of
deaset dafa of genes filered data

Fig: 1 NB model for Classification

Phase 3: Analyzing low risk factor for active
surveillance

In this phase, second classification is carried out to
analyze and differentiate between the DCIS and
invasive carcinomas. This is to bring the insight in
the development of different types of DCIS and its
progression towards the invasive breast cancer on
the molecular basis. Totally 14 samples are taken
and analyzed using SVM based EM model which
is an iterative method to find the best fit.

Procedure
Stepl: Initialize the gene expression N with
random positions and velocities on D
dimension in the given space.

Step2: Setting the velocity vectors V= {1,
2,3,N}to 0.

Step3: For each position Pi € G of the
particle P; (i=1, 2...N) from the
swarm, train the SVM classifier to
compute the fitness function value

Step4: Detect the best global position Pg in
the swarm that shows the minimal
value of fitness function

Step5: For each candidate gene data P; train
the SVM classifier and compute the
fitness function f (i).

Step6: Selecting the best global position Pg*
of the gene expression and train the
SVM with the detected feature
subset
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IV. RESULTS AND EXPERIMENTS

The main objective of this work is to analyze and
identify the low risk molecules that lead to
invasive ductal carcinoma for active surveillance.
The work carries out by investigating the 14
instances of gene expression data. With these
samples, training data set is classified after
preprocessing to identify the DCIS gene expression
to avoid any further surgery. The classification of
different gene expression is evaluated using SVM
classifier model. The below Fig.2a and 2b
represents the classification of gene expression of
DCIS and IDC. The classifier output reveals the
fact that the patient with DCIS comes under the
category of active surveillance.

mean J00535620. 7614 I005IE609. €755 300535606, I468 I005IS
std. dewv 6.2737 6.2757 6.2757

Fig: 2a Classification of gene expression (DCIS and

IDC)
Classifier output
Incorrectly Classified Instances 14 100
Kappa statistic -0.0769
Mean absolute error 0.142%
Root mean agquared error 0.362
Belative absolute error 103.934 %
Root relative sguared error 135.6119 §
Coverage of cases (0.95 lewel) a 5
Mean rel. region size (0.895 lewel) 10,2041 %
Total Number of Instances 14

Fig: 2b Classifier output of 14 instances

A quantitative model based SVM is mainly
implemented to identify the low risk molecules
where active surveillance can be preferred at the
earliest. The proposed work consists of 3 features
such as mean area, standard deviation of area,
average perimeter. SVM model is mainly used to
classify the patients into two prognostic categories.
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The first category includes patients with DCIS who
is at the lower risk and prolong for survival time
and the second is the victim with IDC stage that
has to undergo some chemotherapy or radiation
treatment depending upon the gene expression
classification. The information gain ratio (Fig. 3)
is implemented for uniquely identifying each
sample to reduce a bias towards multivalued
attributes taking the instances and size of the
tumor cells.

Evaluator:
Search:
Relaticn:

weka.attributeSelection.GainRatioAttributeEval
weka.attribucteSelection.Ranker -1 -1.7976931348623157E308 -N -1
breast cancer data

Instances: 14

Attributes: 4

Gene ID

Category

ACCH
Bio.rep
Evaluation mode: 10-fold cross-validation
=== BRttribute selection 10 fold cross-wvalidation (stratified), seed: 1 =—
average merit average rank attribute
1 + 0 1 + 0 1 Gene ID
1 +- 0 2 +- 0 3 RCCH
1 +- 0 3 +- 0 2 Category

Fig.3. Evaluation report using Gain Ratio Attribute

Using EM model with 10 fold cross validation ,
the gene expression data set is again split into
training and testing sets where the model uses the
probability distribution to each instance shown in
Fig.4a and 4b. statistical methods to produce a
probabilistic output based on the latent variables.

Schems weka.clustersars.EM -I 100 -N -1 -M 1.0E-€& -5 100
Felation: breast cancer data
Instances: 14
Avcributes: 4
Gene ID
Category
ACCH
Bio.oep
Teat mode: evaluate on training daca

=== Model and &valuation on TLraining S&t ===

Ead

Humber of clusters selected by croas walidation: &

Fig. 4a. Evaluation using EM model

Clustered Instances

W= P
L N

Log likelihood: -E.49726
Fig.4b. EM model Analysis
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The prediction probability of IDC survival rate is
very difficult task. Two classification models NB
model and SVM model are used to predict and
analyze the gene expression. The below Fig. 5
represents an outline of DCIS and IDC patient of

breast cancer.

Fig.5. Identification chart of IDC and DCIS

Gene ID

0535804 E k]

IOEILETE

V. CONCLUSION AND FUTURE

WORK

To afford clinical treatments in the diagnosis of
breast cancer becomes economically a challenging
task in the medical field. Various data mining tools
have been implemented for classification and
analysis of breast cancer. In this paper, a
quantitative model based SVM is used to
differentiate the cancer stage into two phases. NB
model plays a vital role in predicting the particular
gene expression for breast cancer prognosis.
Second classification is performed using SVM
model. In order to increase the accuracy in
classification EM model is designed to bring the
optimal solution. Perhaps, there occurs some side
effects due to this active surveillance when the
patients are progressing towards the IDC. In future,
analysis can be made to identify whether the
patient needs active surveillance or surgery by
designing a tool for analysing DCIS with high risk
molecules and estimate the survival rate of the
cancerous patients.
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