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Abstract: In the current paper, we present a Galerkin method with cubic, quartic B-splines for the numerical
solution of highly coupled system of nonlinear boundary value problems (BVP).The method is actually applied on
a linearized form of given BVP. For linearization, we used quasi linearization technigque to convert the given
nonlinear BVP into a sequence of linear BVPs. For each linear BVP, each unknown variable is approximate by a
linear combination of cubic B-splines or quartic B-splines depending on the order of derivative for the variable
that is present in the given BVP. For a variable with third order derivative present in given BVP, we used quartic
B-splines where as for the variables with second order derivative, we used cubic B-splines in the approximation.
Galerkin method was employed with these approximations and hence obtained the results. The convergence
criterion for the solution of sequence of linear BVP is fixed at 1.0 x 107>. To test the efficiency of the proposed
method, we employed the presented method on a problem which is available in the literature. Numerical results
obtained by the proposed method are in with good agreement with the results available in the literature for the
tested problem.
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I. INTRODUCTION problems of the type
NL,(t, F,F, F',F", G, G, G , H,

Nonlinear coupled system of boundary value problems WL ( ,
H,H ,K, K,K'") =0, to <t < tmax (1)

frequently ariseby the modelling of problems in the
areas of engineering and applied science. Specially, in

fluid dynamics modelling in Sudarsana Reddy ~ Where, i =1,23,4 and NL denotes a nonlinear

et.al.(2016), Rawat,S. et.al. (2016), Ramreddy,Ch. et.al.
(2016), the modelled problem is a coupled system of
nonlinear boundary value problem in three or four
unknowns. Based on the study of effects for such
problems, it leads to the system of above said type into
various number of variables. In the current paper, we
are considering a coupled system of nonlinear BVP
with four unknown variables. Solving such type of
problems by analytical methods is not so easy. Hence
numerical methods are popular for the solving such
type of equations. Some popular methods to solve such
type problems are finite difference methods, finite
volume methods and finite element method. In the
current paper, we propose a finite element method
namely Galerkin method with B-splines to solve a
general coupled system of nonlinear boundary value

operator. Here F, G, H, Kare the unknown variables in
the system along with boundary conditions

F(to) = Fo, F' (tg) = F1, F (tmax) = F,

G(tO) = GO:G(tmax) = Gy,

H(tO) = HO'H(tmax) = HlK(tO) = KOIK(tmaX) =
K;. (2

From the literature, we can understand that several
researchers worked on various numerical methods for
the solutions of this type of coupled systems, Dhivya
and Murali(2018), KasiViswanadham and
Muralikrishna (2009), Ascher(1979) and Elias(1978).
Galerkin method is a method which is powerful and
accurate for the numerical results of linear differential
equations. In the current paper we use a linearization
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technique  namely  quasilinearization  technique
introduced by Bellman and Kallaba(1966). Hence a
general linearized system of differential equations in
four variables may be considered as the following
form.

2,4 1Py O FE D+ 32 g (0) 68 +
j =17y ) HCD + 23 15ij OKCD =T,(t)i =
1,2,3,4. 3

along with boundary conditions prescribed in (2). Here
the functions py;, q;;,7;;,s; and T; are assumed to be
continuous on the interval [ty, t,q |- This assumption
assures the existence and uniqueness of solution for the
problem (3) with the boundary conditions (2). In the
current paper we used B-splines of different order viz,
guartic B-splines and cubic B-splines to approximate
the unknown variables. B-splines are very popular
functions in approximation theory and these are the
basis functions for the space of all Spline polynomials
on a given interval. These functions approximate an
unknown function more accurately when the unknown
is specified at some interior points of the given interval.
Also the use of B-splines in FEM, especially like
Galerkin, Collocation or Petrov-Galerkin methods, is
popular and comfortable for obtaining the results.

In the next section we present the Galerkin method for
solving the problems of type (3) along with the

definitions of B-splines (quartic, cubic). Application of
the proposed method on a problem taken from

(tr —0)%
) =i ¥z — tr)+’ t € [ti—2, ti43]
0,

otherwise
r= z+2 (tr -0}
®) ={ Lr=i=2 ()
0,

t € [ti—g tiva]
otherwise
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literature is presented in section 3. Results and

discussion is presented in section 4. The last section 5
is ended with conclusion of the findings.

Il. GALERKIN METHOD WITH B-
SPLINES

Consider the linear system of coupled problems (3). To
solve each unknown we approximate each unknown
variable as a linear combinations of B-splines. Since
the problem is defined on the interval [tg, t,nay |, first
we consider a uniform partition on the given interval

with each subinterval of length h = ==— L0 where n is

the number of sublntervals(usually finite). The
complete set of quartic B-splines that forms a basis on
the given interval with the considered grid points, is
{S4-2,84-1,540s +»San,San+1}-  Schoenberg(1966)
has proved the completeness. To access this set of
quartic splines on given interval, we need to introduce
8 additional partition points outside the interval. The
details are presented in the paper by Dhivya and
Panthangi, MK(2018). More details can be obtained
from these references Cox(1972), Carldeboor(1978)
and Prenter,P.M. (1975). In a similar way a complete
set of cubic splines is given by
{83,-1,53,0, «+»S3,1,S3,041}. FoOr this set of cubic
splines, we take the help of six partition points outside
the given interval. The definitions of quartic and cubic
B-splines are given below.

(4)

®)

Since the variable F is present at third order, it is better to approximate it by a fourth order spline curve. Thus F is

approximated as
F(t)z ]——Zf}S4]

(6)

In a similar way we approximate the other variables with cubic B-splines as

G(t) = ]:—191531
H(t) =314 S5
K(t) =Y ki S3

In Galerkin method, we make the residual orthogonal
to basis functions, and thus a weak form of integrals
will be considered. The discussion about weak form of
integrals leads to closed form solution of given
problem is discussed in the book by Reddy, J.N.(2005).
To make the weak form of residual simpler, we usually

F(ty) = Fo

()
(8)
9)

consider the basis functions in the approximation of
unknown variables, such that they vanish on the
boundary where Dirichlet type of conditions are
prescribed. For this, applying the Dirichlet type of
boundary conditions to the unknown variable
approximations, we get

= fL284,-2(t0) + f21S4-1(t0) + f0Sa0(to) + f1S41(te) = Fo

=f2= S4-2(to)

{Fo — [f—154,—1(t0) + f0S4,0(to) + fiSa1 (fo)]}

(10)
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G(ty) = Gy
= 9—153,—1(t10) + 9053,0(to) + 9153,1(to) = Go
=9-1 =5 0o {Go — [9053,0(to) + 91531 (t0) ]} (11)

G(tmax) = Gl
= gn—153,n—1 (tmax) + gnSB,n (tmax) + gn+1S3,n+1(tmax) = Gl

= In+1 = {Gl - [gn—lsB,n—l (tmax) + gnSB,n (tmax )]} (12)

53,71 +1 (tmax )

H(ty) = Hy
= h_1835_1(to) + hoS30(to) + h1S31(ty) = Hy

1
= h_, = S0 {Hy — [hoS3,0(to) + h1S31(t0)]} (13)

H(tmax) = Hl
= hn—153,n—1 (tmax) + hnS3,n (tmax) + hn+153,n+1 (tmax) = Hl

= hn+1 = {Hl - [hn—153,n—1(tmax) + hnS3,n (tmax )]} (14)

53,11 +1 (tmax )

K(ty) = Ky
= k_1S531(to) + koS30 (to) + k1531 (t0) = Ko

1

=k 1= 5310 {Ko — [koS3,0(t0) + k1531 (to)]} (15)

K(tmax) = Kl
= kn—153,n—1 (t;nax) + kn53,n (tmax) + kn+153,n+1(tmax) =K
= kn+1 = 7 {Kl - [kn—153,n—1(tmax) + an3,n (tmax )]} (16)

53,n+1 (tmax )

Substitute the value of each parameter in (10)-(16) in the equations (6) to (9), we get the revised approximations
for our unknown variables as

F(t) = E, () + X122 fiPyj (0) (17)
G(t) =G, () + Xj=0g;P3, (O) (18)
H(t) = H, () + Xj_o b Pz, () (19)
K(t) = K, (£) + Xi—o k; P3; () (20)
where

Fo
E,(t) = —(t) Sa—2(t),
Gy (t) = (t 553, -1(®) +m53n+1(t)

"H,

Hy (t) = ﬁ S3,-1(8) + m%nﬂ(t),

Ko

54 (to)

Saj () — 2 t =-1,0,1
P4,j(t)={ 4"() Gt 2() J |

S4j (), j=23,.,n+1

S (t)_ 53](t0) (t) _01
3!] (t ) 3 -1 ] - Yy
Pyi(t) = S4,j (D), j=23,.,n—2,
S ,'(tmax) .
(0,0~ 28e)s, 0, f=n-1n

Now we have n + 3 basis functions in F and n + 1 functions in each of G, H and K. Applying Galerkin method to
the system of equations (3) with the new basis functions, we get system of algebraic equations in unknown
parametersﬁ-, g hj and k]- as follows.

My f + Mypg + Mish+ Mk = Ny

M1 f + My 9 + Mazh + Myyk =

M31f + M3, 9 + M3zh + M3,k

I
FF
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My f + Myp9 + Myzsh + Mysk = Ny (21)
where f = [f_1fo .« fufus1]"s 9 = [90g1 - gnl"s b = [hohy .. b, ]" and k = [koky ... k"

Here each entry of the matrices M;; ’s are given below.
tmax " , ’ ,
iy = [ [(ru@Pu©) Piy© = (pe@Pu©) £y @)

to
+ (P @©Py; (©) + pra (P, () Pyi(0)] de
+p11 (tmax )P4,i (tmax )P4,j (tmax )
i=—-1lin+1;j=-1in+1

(m1z)y = ftmax [— (Q11 )Py (t)), Py (t) + (fhz ()P, (£) + q13(O)P3 (t)) P4,i(t)] dt

0 +q11 (tmax )P4,i (tmax )P:;,j (tmax )
i=-1in+1;,j=0n
i)y = | [~ (a@PL©) Py 0 + (1P} 0 + 1303 0) Pyy(©)] de
+T11 (tmax )P4,i (tmax )Pé,j (tmax )
i=-1n+1;j=0n
iy = [ [~ (11 @P©) P50 + (512 0P 0 + 51305, 0) Poy(0)] de

to ,
+511 (tmax )P4,i (tmax )P3,j (tmax )
i=—1lin+1;j=0:n
For second to fourth rows we can have a common expression as for each k = 2,3,4

" (pa@P©) iy 0~ (iP5 (0) Py @
+ (Pa(OPy (O + pea Py (©) Py, (0)] de
i=0nj=-1in+1
(miz)y = j " (1 ©P©) Py + (412 O 0 + qus (0P (0) P3,i(0)] de

0

(mkl)ij = f

to

i=0mn; j=0n

(my3)y = jtmax [— (Tkl(t)P3,i(t))’ P?;,j ®) + (Tkz(t)Pé,j () + 13(t)P3 (t)) Pg’i(t)] dt

to
i=0mn; j=0n

(Mia)yj = ftmax [— (Skl(t)PS,i (t)), Py () + (Skz(t)Pé,j () + sp3(t)Ps) (t)) Pg,i(t)] dt

to
i=0mn; j=0n

o= | "R ©P® - (P ©OPL©) F® + (P ®) Fy©

— (P13 (OF i (6) + Pra(OFy () Pa,i (£ + (qn(t)&,i(t)): G (£)

~ (9126w () + a3 (G (O)Pai(®) + (rs P (0) Hiy(0)

= (r2(®©Hyy (£) + 113 () Hyy () Pai 0+ (511 (OOPy () Ky (6)

- (512 (t)Kl;V ) ‘|,' s13 (O Ky (t))P4,i (t)] df — P11 (Emax ) Pai (Enax )FI;I’/ (tmax )
- (Pn (t)PA,,i(t)) |t0 Fi + (Pn (t)P4,i(t)) | Fy = p12(tmax JPai (Gnax ) F2

tmax

—q11 (tmax )P4,i (tmax )Gi:/ll (tmax ) -1 (tmax )P4,i (tmax )HI;V (tmax )
- S11 (tmax )P4,i (tmax )KW (tmax )
i=—-1n+1;
For other column vectors, N,, N3, N4, each entry is given by for k = 2,3,4
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)i = | " [P0 — (P (0P 0) Fy @ + (pra@Py() Fy (@)

0

= (Pa@Fiy (®) + PraFy ()P (0) + (411 (DPs, (0) Gy ()
= (a2(O6 (®) + Gz @G (D)P3, () + (ra (O3, (D) Hiy ()

= (72O Hiy (&) + s Oy ()P O+ (512 (OP3,®) K (©

’

= (512K () + 513 OKw O)P3, O] dt = (Pa P, ©) | Fr+ (pa 0P, ) | F

tmax

i=0:n;

Each entry in the above matrices involves of integration
of terms containing the coefficients functions, their
derivatives, B-splines functions (revised) and its
derivatives. Since B-splines are polynomial functions
in each subinterval, [t;, t;;+1], we approximate these
integrations expressions using Gaussian quadrature
formula. Based on the coefficient functions, we need to
choose appropriate quadrature formula like 4 point, 5
point or 6 point formula. All these expressions are
programmable using MATLAB software. Upon finding
the nodal parametersf;, g;, h and ki’s we can
approximate each unknown variable by the
approximation formula.

Stability of the system: We can prove that each of
matrix M;; is positive definite and symmetric. Some
detailed proofs were prescribed in the book by
Prenter(1975). Hence  collectively a  matrix
M containing all these matrices is non-singular and thus

f' +Bih +ff +G.0+Goop—Kf —Mf =0
Mﬁ—zéah+fd+f%+fk=o;
0" +Prfé + PrDug’ + PrEc(f )2 =0;

system is stable. In programming part, we propose the
procedure of getting of parameters in this way.

u=M1N
whereu = [f g h k],
My My, Mz My Ny
My My, Myz My, 2
M = andN =
M3y M3z, M3z Mz, N3
My My My My, N,

I11. NUMERICAL EXAMPLE

To test the efficiency of the proposed method we
consider a modelled problem inSudarsana Reddy
et.al.(2016). The considered problem is in four
variables and it is nonlinear. The problem is

© +Scfo +ScSr0" —1(6'p +6 ¢@)=0 (22)
The boundary conditions are given by

f=1f=V,h==sf ,0=1¢9=1, at n=0
f'=0,h=0,9=0,<p=0 at n - © (23)

In the paper of Sudarsana Reddy et.al.(2016), it was given that n as tending to max value can be considered as

Nmax = 6 and the same had considered.

The nonlinear system of equations (22) is converted to a sequence of linear systemof differential equations using
guasilinearization technique Belmana and Kallaba(1965). The converted is mentioned below.

fnﬂl + fofarr — K+ Mfosr + fo frr1 + Bihpt' + Grenil + G Pnr1 = fufn
G fiar R+ Bfast = A+ b (i =45 s = fol + o
2PTEcf; foy1 + PO, fut1 + Op41 + Prfy6,41 + PrDug, 4 = PrEc(f, ) + Prf,6,

Sc@nfus1 + (ScST = T0)0, 41 — TPROn11 + Pry1 + SCLrPry1 — T0p Pry1 = Sc@nfy —

Here f,, h,,6,, and @, are the nt" approximation to the
solutions f,h, 8 and ¢ respectively. We employed the
proposed method on the equations (24) along with
boundary conditions (23). Here we took a partition over

TP On + 6, 9

(24)
the given subinterval [0,6] with N = 10. Using
additional grid points outside the given interval we
programmed each B-spline function as per the
requirement.
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IV. RESULT AND DISCUSSION

Numerical solutions of unknown parameters were
obtained by the proposed method with very good
accuracy and less number of computations. Here the
convergence criterion for the solutions of the sequence
of problems (24) was set at 1.0 x 10>, We know that
this convergence happens at the rate of second order®.
The graphical solutions obtained by the proposed
method are presented below along with the graphs that
are actually in Sudarsana Reddy et.al.(2016).

08

06

04

0.2

0 1 2 3 4 5 6

Figure 1: Effect of V, on velocity profile by proposed
method

20r
Vp=01,04,0.71.01.5

Pr=0.71, Sc = 1.0, Gm = §, Gr = 5,
A=05B1=05 K=05E =0.01,
Sr=1,Du=0.1,5==05M=10,
t=01,G1=05.

05

B S S
Figure 2: Effect of V, on velocity profile in the paper
Sudarsana Reddy et.al.(2016).
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Figure 3: Effect of V, on temperature profile by proposed
method

www.ijatca.com

Special Issue 1 (1), July - 2019, pp. 139-146
ISSN: 2395-3519

05k N\ Vp=04,0407,1015
Pr=0.71,S¢=1.0,Gm=5Gr=5,
A= 05,BL=05, k=05, E =001,
Sr=1,Du=0.1,8==05 M =1,

r=01,G1 =0.5.

06|

04l

Figure 4: Effect of V, on temperature profile in the paper
Sudarsana Reddy et.al.(2016)
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V-0=1.0
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Figure 5: Effect of I/ on concentration profile by the

proposed method.
¢

08 | Vo=0.1,040.7,1.0,15

e Pr=0.71,$c= 10, Gm=§, Gr =5,

A=05,B1=05 K=05F =0.01,
Sr=1,Du=0.1,5==05M =14,
r=01,G1=05.

04

02|

T S S S T S

1 2 3 4 5 6

Figure 6: Effect of I/, on concentration profile in the paper
Sudarsana Reddy et.al.(2016).

n

Figure 1, figure 3 and figure 5 are the graphs by the
proposed method that shows the effect the parameter V,
on velocity, temperature and concentration profiles.
The results obtained by the proposed method are
matching with required profiles that are in Figure 2,
figure 4 and figure 6 respectively. Also we are
presenting the effect of another parameter M on the
above said profiles in the figures Figure 7, figure 9 and
figure 11. These graphs are compared with the graphs
figure 8, figure 10 and figure 12 which are taken from
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Sudarsana Reddy et.al.(2016). Results obtained are in o
very good agreement with the required one. 10k
M=01,04,07,1.015
1.8
Mo0.4 08 -
’ o Pr=0.7L Sc = L0, Gm=5, Gr =5,
i A1=05,B1=05, K =05 F =0.01,
04 r \ Sr=LDu=018==05V0=05
: N\ 1204, 61 =05.
02+ .\'"\.__\
1 P — .
. 1 2 3 4
% ; 2 s s 5 s Figure 10: Effect of M on temperature profile in the
paperSudarsana Reddy et.al.(2016).
Figure 7: Effect of M on velocity profile by proposed
method ,
15 M=0104071015 l
) Pr=0.71,8c=10,Gm=35,Gr=35, 051
T A=05B1=05 K=05F =001, 0sf
Sr=1,Du=0.1,8=-0.5 Vi =05 oy
b r=01,61 =04. e2r
05 - 01
" ~— Figure 11: Effect of M on concentration profile by proposed
! bl T T ——— method
2 3 4 P
. . . 10§
Figure 8: Effect of M on velocity profile in the \
paperSudarsana Reddy et.al.(2016). el \ M=0104071015
,
0ol e Pr=0.71,Sc= 10, Gm= 5, Gr =5,
os 1=05B1=05 K=05E =001,
o r \ Sr=1Du=01,5==05V0=05,
\ r=01,61 =05
0.6 02t N
05
03l ] Figure 12: Effect of M on concentration profile in the paper
Wl Sudarsana Reddy et.al.(2016).
0.1
V. CONCLUSION
0

In the current paper we propose a Galerkin method
Figure 9: Effect of M on temperature profile by proposed with different orders of B-splines to solve coupled
method. system of nonlinear boundary value problems. The
proposed method is stable and gives accurate answers
for the unknown variables in the considered problem
with less number of computations and within shorter
time than any other methods that are in use. We
illustrated the method proposed by solving a problem
which is available in literature. The results obtained are
presented in graphical representation and they are in
good agreement with the required answers.
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